
RESEARCH POSTER PRESENTATION DESIGN © 2015

www.PosterPresentations.com

(—THIS SIDEBAR DOES NOT PRINT—)
DESIGN GUIDE

This PowerPoint 2007 template produces a 36”x56” 
presentation poster. You can use it to create your 
research poster and save valuable time placing titles, 
subtitles, text, and graphics. 

We provide a series of online tutorials that will guide 
you through the poster design process and answer your 
poster production questions. To view our template 
tutorials, go online to PosterPresentations.com and 
click on HELP DESK.

When you are ready to print your poster, go online to 
PosterPresentations.com

Need assistance? Call us at 1.510.649.3001

QUICK START

Zoom in and out
As you work on your poster zoom in and out to the level that 

is more comfortable to you. 
Go to VIEW > ZOOM.

Title, Authors, and Affiliations
Start designing your poster by adding the title, the names of the 
authors, and the affiliated institutions. You can type or paste 
text into the provided boxes. The template will automatically 
adjust the size of your text to fit the title box. You can 
manually override this feature and change the size of your text. 

TIP: The font size of your title should be bigger than your 
name(s) and institution name(s).

Adding Logos / Seals
Most often, logos are added on each side of the title. You can 
insert a logo by dragging and dropping it from your desktop, 
copy and paste or by going to INSERT > PICTURES. Logos taken 
from web sites are likely to be low quality when printed. Zoom 
it at 100% to see what the logo will look like on the final poster 
and make any necessary adjustments.  

TIP: See if your school’s logo is available on our free poster 
templates page.

Photographs / Graphics
You can add images by dragging and dropping from your 
desktop, copy and paste, or by going to INSERT > PICTURES. 
Resize images proportionally by holding down the SHIFT key and 
dragging one of the corner handles. For a professional-looking 
poster, do not distort your images by enlarging them 
disproportionally.

Image Quality Check
Zoom in and look at your images at 100% magnification. If they 
look good they will print well. 

ORIGINAL DISTORTED

Corner handles

G
o

o
d

 p
ri

n
ti

n
g 

q
u

al
it

y

B
ad

 p
ri

n
ti

n
g 

q
u

al
it

y

QUICK START (cont.)

How to change the template color theme
You can easily change the color theme of your poster by going 
to the DESIGN menu, click on COLORS, and choose the color 
theme of your choice. You can also create your own color 
theme.

You can also manually change the color of your background by 
going to VIEW > SLIDE MASTER.  After you finish working on the 
master be sure to go to VIEW > NORMAL to continue working on 
your poster.

How to add Text
The template comes with a number of 

pre-formatted placeholders for headers and text blocks. You can 
add more blocks by copying and pasting the existing ones or by 
adding a text box from the HOME menu. 

 Text size
Adjust the size of your text based on how much content you 
have to present. The default template text offers a good 
starting point. Follow the conference requirements.

How to add Tables
To add a table from scratch go to the INSERT menu 

and 
click on TABLE. A drop-down box will help you select rows and 
columns. 
You can also copy and a paste a table from Word or another 
PowerPoint document. A pasted table may need to be 
re-formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, 
Margins.

Graphs / Charts
You can simply copy and paste charts and graphs from Excel or 
Word. Some reformatting may be required depending on how 
the original document has been created.

How to change the column configuration
RIGHT-CLICK on the poster background and select LAYOUT to 
see the column options available for this template. The poster 
columns can also be customized on the Master. VIEW > MASTER.

How to remove the info bars
If you are working in PowerPoint for Windows and have finished 
your poster, save as PDF and the bars will not be included. You 
can also delete them by going to VIEW > MASTER. On the Mac 
adjust the Page-Setup to match the Page-Setup in PowerPoint 
before you create a PDF. You can also delete them from the 
Slide Master.

Save your work
Save your template as a PowerPoint document. For printing, 
save as PowerPoint or “Print-quality” PDF.

Print your poster
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” 
button. Choose the poster type the best suits your needs and 
submit your order. If you submit a PowerPoint document you 
will be receiving a PDF proof for your approval prior to printing. 
If your order is placed and paid for before noon, Pacific, Monday 
through Friday, your order will ship out that same day. Next 
day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information.

Student discounts are available on our Facebook 
page.
Go to PosterPresentations.com and click on the FB 
icon. 

© 2015 PosterPresentations.com
2117 Fourth Street , Unit C
Berkeley CA 94710

posterpresenter@gmail.com

© 2015 PosterPresentations.com
2117 Fourth Street , Unit C
Berkeley CA 94710

posterpresenter@gmail.com
RESEARCH POSTER PRESENTATION DESIGN © 2015

www.PosterPresentations.com

● We are using Sparkler, an open-source, extensible, 
horizontally scalable crawler which facilitates high 
throughput and focused crawling of documents pertinent 
to the polar domain.

● Sparkler uses machine learning techniques to determine 
the relevancy of collected data and enable 
domain-specific focused crawling.

●
● Sparkler avoids disruption of service by partitioning 

URLs by hostname such that every node gets a different 
host to crawl and inserts delays between subsequent 
requests. 

● Working on the NSF Wrangler super computer, we 
scaled our domain discovery pipeline to crawl about 
300k ocean specific documents from the scientific web.
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OCEAN OBSERVATION DOMAIN DISCOVERY WITH SPARKLER

Abstract

Domain Relevance Models ( DRM )
Sparkler

● The goal is to build an end to end dockerized product 
that any researcher can use to perform domain relevant 
searches and analyze the collected data.

● The scientific web is a collection of Scientific Data 
Repositories (SDR) available on the internet. A 
web-sample study[1] of 100 SDRs in the internet 
indicates that they are often multidisciplinary and 
encompass data in variety of formats including 
multimedia, text, statistical, GIS etc. 

● Conventional scrapers and crawlers do not have domain 
knowledge, lack context and are agnostic to data 
content. They do not have the ability to selectively crawl 
parts of SDRs which are specific to a particular domain 
of interest. They do not possess the ability to understand 
the contents of a document and predict whether it’s of 
interest or not.

References
● Polar Deep Insights Earth Cube :  http://bit.ly/2rEuWvn
● Sparkler: https://github.com/USCDataScience/sparkler
● PDI: 

https://github.com/USCDataScience/polar-deep-insights
● Ocean Observation Best Practices Working Group: 

https://www.atlantos-h2020.eu/project-information/best-pra
ctices/

FacetView

We provided a FacetView pointed to the Solr (database) 
indices from crawling. A user can apply filters to their 
searches using facets and easily save, share, and consume 
documents from the Ocean Observation Best Practices 
domain.

Future Work

Figure 3 : Filtered search in FacetView

● Test different model evaluation techniques to determine 
the best model.

● Complete the dockerization of PDI so that it is easily 
usable by researchers.

● Add topic modelling capabilities to PDI.

● Improve all documentation and solidify the full product.

● Identify end users to test the product and build a user 
base.

We provide context and domain knowledge to the crawler by 
building machine learning models (DRM) that are capable of 
predicting the relevance of a given document to the said 
domain. 

We have built five models namely, Support Vector Machine 
(SVM), Naïve Bayes (NB), Random Forest (RF), Neural 
Network (NN) and Cosine Similarity (CS). By performing a 
general Depth First Search (DFS) crawl for Ocean 
Observation Best Practices domain, we are evaluating the 
performance of the models using labeled data from experts 
in the domain. We use five classes labelled 1 to 5 with Class 
5 being highly relevant and Class 1 being least relevant, to 
represent the relevancy of data to the domain along with its 
membership probabilities. 

Each of the following algorithms produce a probability of 
membership for the document or data point and the 
respective classes. The class with the highest membership 
value is chosen as the active label for that document or data 
point.

Support Vector Machine: Using the SVC decision_function, 
we evaluate class relevancy with the per-class scores for 
each sample. The weighted sum of all classes is then used 
to calculate a score generated by SVM.

Naive Bayes Classifier: Using the NB_Score function, we 
use URL words and a relevancy label (converting words to 
integers within the range [1,100]) to calculate a probability 
score. This score is then used to define an active label 
based on the membership probabilities.

Random Forest Classifier: The class probability of a single 
tree is the fraction of samples of the same class in a leaf. 
Thus, the predicted class probabilities of an input sample are 
computed as the mean predicted class probabilities of the 
trees in the forest. We use weighted log probabilities to 
calculate the score of each data point.

Neural Network Classifier: We use the MLP NN Classifier 
to evaluate data relevancy and use Cross Entropy Loss to 
minimize errors. Using the predict_proba function, we 
process the membership probabilities of each data point and 
classify them.

Cosine Similarity provides a similarity to the most relevant 
documents.

Cosine Similarity: It evaluates document similarity by 
computing the average similarity metric with respect to the 
top 5 ranked golden documents. This model thus measures 
the relevancy between each document and the most 
relevant documents.

To evaluate Model Accuracy, we use two techniques, namely: 
3-Class Evaluation and  5-Class Evaluation. 3-Class 
Evaluation considers Class 1, (Class 2, Class 3, Class 4) and 
Class 5 measures, whereas 5-Class Evaluation uses Class 1, 
Class 2, Class 3, Class 4, Class 5 measures. We use Test 
and Train Accuracies to evaluate the different models.

Model 5-Class Test 
Accuracy

3-Class Test 
Accuracy

Train 
Accuracy

SVM 0.25 0.4 0.29444

Naive 
Bayes 0.3 0.4 0.4

Neural 
Networks 0.55 0.55 0.97778

Random 
Forest 0.55 0.65 0.97778

From the above results we see that the Random Forest 
Classifier provides the best results in terms of test accuracy. 
We conclude that this is due to the unique property of RF to 
avoid overfitting problems. We also note that NN shows 
average performance due to the lack of sufficient data. 
Despite this limitation, NN performs better than Naive Bayes 
or SVM Classifier. 

We also observe that 3-Class Test Accuracies are higher 
than 5-Class Test Accuracies and thus conclude that it is a 
suitable metric for evaluation. This attributes to the fact that 
documents falling within the classes 2,3,4 happen to have 
very marginal difference in similarity.

This pipeline can be replicated to any domain. It provides the 
user with a well defined model supplemented with flexibility to 
choose from different topic models and filters for search. To 
ensure improved accuracy, the user can train a wide range of 
machine learning models that suit their dataset generated 
from an intelligent and controlled scientific web crawl. 

Figure 1: Sparkler user interface for training the DRM

Figure 2: A near real time crawl analytics dashboard for 
Sparkler

Table 1: Model Evaluation Results

Process

We ran a broad crawl using Sparkler on an initial seed list of 28 
URLs deemed relevant to Ocean Observation Best Practices 
domain experts. Raw data collected over a period of 2 weeks 
was then used to evaluate domain relevancy. We used a 
predefined keyword list to build a keyword vector that was used 
by different machine learning models. These models provided 
class membership probabilities for each document and the 
class with maximum membership value was chosen as the 
active class of relevancy. Further, we evaluated the model 
performance using two metrics - Train and Test Accuracy. 
Figure 4 shows the detailed process and pipeline.

Polar Deep Insights

The Polar Deep Insights (PDI) is a tool that can be used for 
generic content extraction and evaluation of any dataset. We 
have built a content extraction, enrichment and rich 
visualization interface to explore the 
spatial-conceptual-temporal richness of the Polar TREC 
dataset. Currently we are dockerizing this tool to enable 
easy installation and use for any and all domains. PDI has 
two parts: Insight Generator and Insight Visualizer. 

Insight Generator: This is a python library which provides 
an interface to extract entities, locations, file metadata and 
measurements from documents.
Insight Visualizer: This facilitates building an 
'ontology-of-interest' using the ‘concept editor’ interface. 
Users can gain insights of the extracted content from the 
insight generator module through the ‘query interface’. 
The incredible part about this tool is that it is extensible 
towards any domain and any dataset. Figure 5 shows the 
architecture and different components of PDI.

Figure 5 : Polar Deep Insights Architecture

We have built a docker image that supports easy and quick 
install of the interface. It also allows to use to customize 
features for extraction and datasets for visualization. PDI 
thus provides an in-depth analysis of the intelligent crawl 
results established using DRMs.

Figure 4 : Process Pipeline and Outputs
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